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Cosmic rays and air showers

2

Hadronic
component

Muonic component Electromagnetic
component

Primary

p

n p n

p

n p
n

K0

⇡+

µ+ ⌫µ

⇡�

⌫̄µ µ�

⇡�

⌫̄µ µ�

K+ ⇡0

�
�

⇡0

�
�

⇡+

⌫µ

µ+

e+

e+

�

⌫̄µ ⌫e

⇡0

�

�

e�
e+

e�

�

e�

e� �

�

e� e+

Cosmic ray

• Cosmic rays of 
energies > 1014 eV 
are not observed 
directly on Earth 

• Flux decreases with 
energy, 1 particle per 
m2 per hour to  
1 particle per km2 per 
year at highest 
energies 

• Extended detectors 
needed
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Radio emission of air showers
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Electromagnetic component of 
shower responsible for radio 
emission 

Emission arises from:  

•e+ and e- are accelerated in 
geomagnetic field 
(geomagnetic effect) 

•more e- than e+ in the shower 
by collecting e- from 
atmosphere 
(charge excess) 

Emission is affected by: 

•Superposition of emission  

•Cherenkov effects 
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Traditional methods & radio detection
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16 Chapter 1. Cosmic Rays and Extensive Air Showers
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Figure 1.7: Different methods to detect extensive air showers. An air shower can be detected by its
particle component, its radiated Cherenkov or Fluorescence light, or its radio emission. The different
detectors are sensitive to different components of the shower and have different duty-cycles.

Additionally, the electrons in the shower will excite nitrogen molecules in the atmosphere,
which will then emit Fluorescence light in the UV-range when de-exciting. This light is emitted
uniformly and traces the development of the shower, including a calorimetric measurement of
the energy of the shower. Fluorescence detectors are for example installed at HiRES [81],
Telescope Array [82] or the Pierre Auger Observatory [83].

The detected Fluorescence light as a function of the height in the atmosphere is well de-
scribed by the Gaisser-Hillas function [84]:

fGH(X) = ⇥max

�
X �X0

Xmax �X0

⇥(Xmax�X0)/�

e(Xmax�X)/�, (1.11)

with Xmax being the depth of shower maximum at which the energy deposit of ⇥max is made.
The parameters � and X0 are shape parameters. The integral of this function corresponds to the
total deposited energy and is a calorimetric measurement of the energy of the primary particle.
An example of FD data with a Gaisser-Hillas fit is shown in figure 1.8.

Fluorescence detectors rely on a good understanding of the Fluorescence yield of the at-
mospheric nitrogen with respect to the atmospheric conditions. Once this yield, which is the
number of emitted photons per unit of deposited energy, is known, the deposited energy and
be directly inferred from the emitted light. Several experimental groups have measured this
Fluorescence yield and delivered a common approach in order to be able to compare different
experiments [85].

As optical technologies, both Cherenkov and Fluorescence detection rely on clear weather
conditions, dark nights and a good understanding of the atmosphere.

Air showers can be detected in 
many ways 

•Particle detectors:  
100% duty cycle  
little sensitivity to primary 
particle  

•Cherenkov and 
Fluorescence detectors:  
10% duty cycle and high 
quality observing conditions,  
sensitive to primary 

•Radio detectors:  
> 95% duty cycle and 
sensitive to primary particle
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Detection at radio telescopes
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Single antenna data LOFAR 30-80 MHz

•Signals are short non-repeating broad-band pulses  

•Need access to raw voltage data 

• full frequency range: 10 - 300 MHz, about 50 nanoseconds 

•Arrival times in antennas determined by shower arrival direction, 
source in atmosphere

Particle detectors provide trigger



Xmax ~ 600 g/cm2 650 g/cm2 700 g/cm2

Projection onto v x B axis 
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Measuring composition
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Xmax
Xmax

• Particle type 
determines 
interaction height, 
which determines 
signal distribution 

• Prediction can be 
simulated
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Measuring composition
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Buitink et al., Phys. Rev D, 2014

Fe proton

•Fit quality of simulated 
pattern to measured data, 
determines most probable 
value for shower height 

•LOFAR data is extremely 
precise, often better than  
20 g/cm2, which is current 
standard of field 

•Detailed measurement of 
single shower only possible 
with radio 

•Examples: Proton and Iron 
simulations
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Measuring energy
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•Radio emission also excellent in 
determining energy 

•Fitted intensity pattern is directly 
proportional to energy of the 
shower 

•Energy resolution better than 
particle detectors 

•Very small systematic 
uncertainties

Nelles et al. JCAP 2015

•With energy and composition 
we can do Astrophysics
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Astrophysical results
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Buitink et al, Nature 2016

Helium fraction
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•Already with 100 showers, measurements competitive to other 

experiments in the field 

•High precision measurements determine strong light component at 
transition energies of 1017 - 1018 eV
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Astrophysical implications
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A&A proofs: manuscript no. CR_paper
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Fig. 8. Mean logarithmic mass, ⟨lnA⟩, of cosmic rays predicted using the three different models of the additional Galactic
component: WR-CRs (C/He = 0.1), WR-CRs (C/He = 0.4), and GW-CRs. Data: KASCADE (Antoni et al. 2005), TUNKA
(Berezhnev et al. 2013), LOFAR (Buitink et al. 2016), Yakutsk (Knurenko & Sabourov 2010), the Pierre Auger Observatory
(Porcelli et al. 2015), and the different optical measurements compiled in Kampert & Unger (2012). The two sets of data points
correspond to two different hadronic interaction models (EPOS-LHC and QGSJET-II-04) used to convert Xmax values to ⟨lnA⟩.

which reaches a maximum mean mass at ∼ 6 × 107 GeV,
and becomes gradually lighter up to the ankle. However,
in the narrow energy range of ∼ (1 − 4) × 108 GeV, the
behaviour of the GW-CR model seems to agree with the
measurements from TUNKA, LOFAR and Yakutsk exper-
iments which show a nearly constant composition that is
different from the behaviour observed by the Pierre Auger
Observatory at these energies. Understanding the system-
atic differences between the different measurements at these
energies will be important for further testing of the GW-CR
model. Up to around the ankle, the WR-CR models show
an overall better agreement with the measurements than
the GW-CR model. At around (3− 5)× 107 GeV, the WR-
CR models seem to slightly under predict the KASCADE
measurements, and they are more in agreement with the
TUNKA measurements. Cosmic-ray composition measured
by experiments like KASCADE, which measures the parti-
cle content of air showers on the ground, is known to have a
large systematic difference from the composition measured
with fluorescence and Cherenkov light detectors using Xmax

measurements (Hörandel 2003b). The large discrepancy be-
tween the model predictions and the data above the ankle is
due to the absence of heavy elements in the EG-CR model
considered in our calculation. The effect of choosing other
models of EG-CRs will be discussed in the next section.

5. Test with different models of extra-galactic
cosmic rays

Despite of the dominance of the ankle-transition model
in the general discussion, it has often been pointed out
that the essential high-energy features of the cosmic ray
spectrum, i.e. the ankle and, in part, even the second
knee, can be explained by propagation effects of extra-

galactic protons in the cosmologically evolving microwave
background (Hillas 1967; Berezinsky & Grigorieva 1988;
Berezinsky et al. 2006; Hillas 2005; Aloisio et al. 2012,
2014). While the most elegant and also most radical formu-
lation of this hypothesis, the so-called “proton-dip model”,
is meanwhile considered disfavoured by the proton fraction
at the ankle measured by the Pierre Auger Observatory
(Aab et al. 2014), the light composition below the ankle re-
cently reported by the LOFAR measurement (Buitink et al.
2016) and a potential “light ankle” at about 108 GeV found
by the KASCADE-Grande experiment (Apel et al. 2013)
have reinstated the interest in such models, and led to a
number of ramifications, all predicting a more or less sig-
nificant contribution of extra-galactic cosmic rays below the
ankle. As such a component can greatly modify the model
parameters, in particular the maximum energy, for the ad-
ditional Galactic component – if not removing its necessity
altogether – we study this effect using the WR-CR models,
which show an overall best agreement with the data below
the ankle, as a Galactic paradigm.

Before, however, discussing a stronger extra-galactic
component below the ankle, we want to think about the
minimal extra-galactic contribution we can have, if we as-
sume the largely heavy spectrum above the ankle is all
extra-galactic and consider their propagation over extra-
galactic distances. To construct this “minimal model”, we
follow di Matteo et al. (2015) and use the Monte-Carlo sim-
ulation code CRPropa 3.0 (Batista et al. 2016), which takes
into account all important interaction processes undergone
by EG-CRs while propagating through the CMB and the
extra-galactic background light, and also the energy loss as-
sociated with the cosmological expansion. The effects of un-
certainties in the simulations are discussed in Batista et al.
(2015). We assume the sources to be uniformly distributed

Article number, page 12 of 23

 Thoudam et al, A&A 2016 

• LOFAR results already now put 
tension on theories: 

•Strong light component argues 
against single type of source of 
Galactic cosmic rays after the 
knee, which suppresses 
protons 

•Strong light component, but not 
purely protons, argues against 
imprint of pair-productions 

•More likely a second Galactic 
component, caused by for 
example Galactic-Wind or 
Wolf-Rayet stars
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Synergies in astrophysics
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Improved composition and 
energy of cosmic rays Magnetic field measurements 

 and models

Detailed source observations

better understanding of sources

better understanding of propagation

Buitink et al (2016)

A&A proofs: manuscript no. IC342
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Fig. 7. Left: Maps of the peak polarized intensity in selected Faraday depth ranges. Right: Maps of the Faraday depth of peak emission, for the same
ranges in Faraday depth. Pixels with peak polarized intensity below 10 �QU

are masked. Top panels: Faraday depths between �7 and +1.5 rad m�2.
Bottom panels: Faraday depths between +1.5 and +11 rad m�2. The compact sources in the top panel are caused by the instrumental polarization.

Faraday depth and polarized intensity of each feature per pixel, by
finding the peak polarized intensity in fixed Faraday depth ranges
selected to pick out each feature. These maps demonstrate the
same features observed in the individual slices: the two di↵use
features have distinctly di↵erent morphologies in emission, but
similar trends in Faraday rotation.

4. Modeling the diffuse Galactic emission

In this section, we present a physical model that describes the
main features of the di↵use emission described above. To do
so, we first account for the e↵ects of incomplete wavelength
coverage on the Faraday spectrum, and then consider possible
physical configurations that might produce the observations given
these e↵ects.

4.1. Properties of low-frequency RM synthesis

Since RM synthesis is a Fourier transform-like process, the
reconstruction of the Faraday spectrum is a↵ected by filtering

due to incomplete sampling of the �2 domain. By analogy to
radio interferometry, the dirty beam is represented by the RMSF,
which is convolved with the actual Faraday spectrum to give
the measured spectrum. The e↵ects this has on the observed
spectrum, especially the resulting limits to the information in a
Faraday depth spectrum, have been studied by several authors
(e.g., Brentjens & de Bruyn 2005; Beck et al. 2012, and references
therein). One such e↵ect, which becomes very constraining at
low frequencies, is the loss of sensitivity to broad structures in the
Faraday spectrum (which are often called ‘Faraday thick’ features,
although this term is often tied to the Faraday depth resolution
of a given observation), directly analogous to how a lack of
short baselines removes large-scale emission in interferometry.
This can also be interpreted in terms of wavelength-dependent
depolarization by considering the Fourier scaling property:
making a feature broader in Faraday depth makes the transform
of that function narrower in the �2 domain. Broader features in

Article number, page 10 of 17

van Eck et al. (2016)
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Synergies in calibration methods
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Cosmic ray measurement Astronomical observation

• Single antenna, raw 
voltage data 

• no beamforming 
• no time-integration 

• Very detailed 
understanding of 
individual antenna needed 

• Time-dependent 
monitoring of single 
antenna performance 

• Absolute calibration on 
artificial sources

• Combined antenna 
signals, visibilities  

• beamformed 
• time-integrated 

• Detailed understanding of 
station-beam needed 

• Time-dependent 
monitoring of array 
performance 

• Absolute calibration on 
astronomical sources and 
sky models
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Antenna calibration
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Flying 
reference 
source

Stationary  
reference 

source

Model of the 
electronics and 
antenna response 

iterative improvement

correction 
data

“real units”• Totally independent from 
sky models, agreement 
provides confidence

Nelles et al. JINST 2015
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RFI cleaning
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• In raw voltage data: A stable phase difference 
between two-antenna pairs reveals RFI 
transmitter 

• Data can be recorded and flagged offline 

• Better accuracy than baseline fitting and 
continuous monitoring of RFI environment

Corstanje et al. A&A 2016

• Phase difference also reveal timing stability of 
system
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Timing calibration
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Fig. 6. Time variation of the relative delay between two
antennas within one LOFAR station over the course of our nearly
four-year data collection. Residual delay values are binned per
day, showing average and standard deviation within one bin.

3.3. System monitoring

We have monitored the relative delays between antennas
over the course of nearly 4 years, comparing the results
of the given procedure for all datasets in our collection.
With at least one calibration at a given date, for which
we also know the relative phases, the time variations can
be monitored without reference to the transmitter location,
wave propagation etc. Only the measured relative phases
need to be compared.

A typical time variation plot is given in Fig. 6. Timing
corrections have been binned, using one bin per day. The
given uncertainties are the standard deviations over one
day. The median value of this uncertainty is 0.08 ns, taken
only from those days where at least 5 measurements were
taken. This median uncertainty is also assigned to data
points from days with less than five measurements. The
relative timing between these two antennas is mostly stable
over time at the 0.5 ns level, except for the first month of
measurements which was within the commissioning time of
LOFAR. After this, only on three days there was no stable
solution for the timing, showing as large uncertainties in
Figs. 6 and 7.

Fig. 7 shows a close-up of the same plot. It shows a
slow clock drifting, and demonstrates that indeed signal
path synchronization at the level of 0.1 ns can be followed
and corrected.

4. Conclusion and Outlook

We have developed a spectral cleaning method and a timing
calibration method for interferometric radio antenna arrays.
These have been designed to operate on milliseconds-long
time series datasets for individual receivers. The methods
have been used for our analysis of cosmic-ray datasets, to
calibrate and clean voltage time series data. Using phases
from an FFT for spectral cleaning has shown to be sim-
pler to use than a straightforward threshold in an averaged
power spectrum, as no a priori knowledge of the antenna

Fig. 7. A close-up of the time variation of the relative delay
for the same antenna pair, showing the precision of the delay
monitoring as well as some clock drifting.

gain curve or noise spectrum is required. Moreover, when
compared to this average spectrum threshold, the method
has a slightly favorable detection power threshold which is
at least 2.0 dB lower. In our application, the threshold of
the method is at a power signal-to-noise ratio of �11 dB in
a 25 kHz spectral window.

Timing calibration using the phases of public radio
transmitter signals has been performed to a precision of
0.4 ns for each antenna, at a sampling period of 5 ns (or
200 MHz sampling rate). Monitoring a given calibration
over time has a precision of 0.08 ns for each antenna pair
in a LOFAR station. Obtaining a timing calibration from
a pulse transmitter aboard a drone flying over the array is
possible to a similar precision of 0.3 ns, mainly limited by
the accuracy of the position measurement of the transmit-
ter.

As the methods described here only require datasets
with lengths of 2 to 5ms, they would be well suited for
system monitoring and (pre-)calibration purposes of inter-
ferometric radio arrays in general. Apart from detecting
interference and timing calibration, one can identify mal-
functioning receiver data channels. Examples include zero
or unusual signal power, unstable timing calibrations, po-
larization errors, and outlying receiver gain curves. Detect-
ing these issues in an early stage prevents the propagation
of faulty signals into the correlation and imaging process,
where they are more difficult to remove.

It is expected that future low-frequency radio telescopes
such as the SKA-Low (low-frequency part of the Square
Kilometre Array) will also be built out of many individual
antenna elements laid out in a relatively dense pattern on
the ground. In Dewdney (2015) it is shown that the ma-
jority of antennas is planned to be located at a distance of
up to 10 km from a central core. These would be in the line
of sight of a single transmitting beacon, either custom or
RFI. Ideally one would use a custom beacon that is turned
on only a few parts per million of the time, for calibration.

Timing and phase calibration of all signal paths is a
similar challenge as in LOFAR, only on a much larger scale.
Even with the use of one common clock signal, the entire

Article number, page 8 of 10

• Monitoring of phase differences 
shows that also LOFAR clock 
shows small drifts 

• Larger jumps (sample shifts) 
are immediately recognized

(a) Hyperbolic fit

(b) Conical fit

(c) Spherical fit

Figure 6: The arrival time di�erences from a plane wave as a function of distance to the shower axis with
the best fitting shape solutions. A hyperbolic (top), conical (middle) and spherical (bottom) fit has been
applied, respectively. Each plot shows the arrival times as a function of the distance to the shower axis (top
panel) and deviations from the best fit scaled to the uncertainty for each datapoint (bottom panel). Note
that the shower core position is a free parameter in each fit, therefore the positions of the data points on
the x-axis di�er between fits, as is in particular evident for the spherical fit.

12

hyperboloid

(a) Small

(b) Intermediate

(c) Large

Figure 2: Toy model motivating a hyperbolic wavefront shape. A point source moves vertically at a velocity
v > c/n and emits for a limited amount of time. The solid horizontal line represents the ground plane. The
generated wavefront is observed as conical (top panel) by an observer at small distances to the point where
the source stops emitting. Observers at intermediate distances see a hyperbolic wavefront shape (middle
panel). For observers at larger distances the observed wavefront shape is closer to a sphere (bottom panel).

5

• Cosmic rays signals arrive as 
hyperboloid with 
subnanosecond structure 

• Perfect cross-check for system 
stability
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Instrument health
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• Any radio telescope can detect air showers, if there is access to raw 
voltage data 

• Unexpected failures are easily identified in raw voltage data

• Swapped cable in raw data 

• Identifiable without 
analysis

• Timing instability shows in 
polarization reconstruction 

• No monitoring run needed

normal polarization
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Thunderstorms
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• Cosmic rays during thunderstorm show unique 
polarization signature 

• Traces the strength and the height of electric fields 

• Cosmic rays radio signals are a surprising tool to 
study thunderclouds

Schellart et al. PRL 2015, Trinh et al. PRD 2015, Scholten et al PRD 2016
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Future plans
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• LOFAR will continue to do high impact cosmic ray science, better 
statistics, higher energies, improved systematics 

• Continued thunderstorm measurements — little statistics in the 
Netherlands 

• Long-term effort: SKA - ultimate precision for cosmic rays and particle 
interactions in shower

Figure 1. CoREAS-based simulation of how the air-shower radio emission would be sampled by LOFAR (top-
left) and the SKA core (top-right and zoom-in at bottom). The SKA will measure the radio-emission footprint
with an extremely dense and homogeneous array of antennas, yielding superior reconstruction quality on an
event-to-event basis. The appearance of a clear ring-structure in the SKA simulation is related to the presence of
a Cherenkov ring at higher frequencies. Plots are from the simulation study presented in [9].

2.3 Increased event statistics

While cosmic-ray detection with LOFAR has provided impressive results, it does su↵er from rather
limited event statistics. The reasons for this are two-fold: So far, only the innermost area of the
LOFAR core can be used for air-shower detection, limiting the fiducial area to less than 0.1 km2.
Furthermore, cosmic-ray detection is not active 100% of the time, mostly because technical and or-

LOFAR core SKA core

• Requires engineering change proposal, currently under discussion
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Conclusions
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• Exciting astrophysics with LOFAR 

• LOFAR can resolve shower maximum to 
better than 20 g/cm2 

• good resolution reconstruction of cosmic ray 
particle type 

• will lead to improved understanding of 
sources and propagation

• Cosmic ray data is perfect monitoring tool 

• continous RFI monitoring 
• continuous timing-calibration and monitoring 
• in-depth study of antenna properties 
• absolute calibration without sky models

• Unexpected science such as studying electric 
fields during thunderstorms

antenna model
data

Helium fraction
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